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ABSTRACT 

This project introduces a novel approach to blockchain data storage and retrieval through the implementation of 

coded blockchain technology for efficient range queries on historical data. By utilizing error correction codes, our 

system fragments blockchain blocks across multiple distributed storage nodes while maintaining data integrity and 

fault tolerance. We developed an index structure based on B+ trees that enables efficient range queries without 

requiring nodes to store complete blockchain data. Each node stores only 60% of the original block data, achieving 

a 40% redundancy while retaining the ability to reconstruct complete blocks. The system provides a practical 

solution for resource-constrained blockchain applications that require efficient historical data access. 
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1. INTRODUCTION 
Blockchain technology has emerged as a transformative approach for maintaining immutable, decentralized ledgers 

of transactions across various domains. However, as blockchain networks grow, the storage requirements for 

maintaining a complete copy of the chain become prohibitive for many applications, particularly on resource-

constrained devices. Additionally, efficiently querying historical blockchain data remains challenging, especially 

when specific data ranges are required. 

This project addresses these challenges by implementing a coded blockchain system that distributes encoded 

fragments of blocks across multiple storage nodes while maintaining the ability to recover complete blocks even 

when some fragments are unavailable. We use the zfec library to apply Reed-Solomon encoding and employ 

deterministic hashing to evenly distribute fragments across storage nodes without requiring centralized 

coordination. Furthermore, we develop an efficient indexing mechanism that enables range queries on historical 

blockchain data without requiring access to the entire chain. By combining coding theory with advanced indexing 

techniques, our solution offers a practical approach to maintaining blockchain integrity while reducing storage 

requirements and improving query efficiency. 

2. RELATED WORKS 
Several approaches have been proposed to address the storage and query efficiency challenges in blockchain 

systems: 

1. Sharding Techniques: Blockchain sharding divides the network into smaller partitions to process transactions 

in parallel, as seen in Ethereum 2.0 and Zilliqa. While these approaches improve transaction throughput, they 

don't directly address historical data storage efficiency. 

2. Pruning Methods: Bitcoin and Ethereum implement pruning to remove spent transaction outputs, but this can 

limit historical query capabilities. 



3. Authenticated Data Structures: Works by Miller et al. and Reyzin et al. have explored authenticated data 

structures for efficient blockchain querying, but these typically require nodes to maintain complete indices. 

4. Erasure Coding in Distributed Systems: Systems like Hadoop HDFS and Ceph use erasure coding to reduce 

storage overhead while maintaining fault tolerance, inspiring our approach to blockchain storage. 

5. Range Query Optimization: Traditional database techniques like B+ trees and skip lists have been adapted for 

blockchain contexts by researchers like Xu et al., but these are rarely combined with storage efficiency 

techniques. 

 

Our work differs from these approaches by uniquely combining error correction coding for storage efficiency with 

indexing structures for range query support, addressing both challenges simultaneously. 

3. PROBLEM STATEMENT 
The core challenges our project addresses are: 

1. Storage Overhead: Traditional blockchain implementations require each node to store the entire 

blockchain, which becomes prohibitively expensive as the chain grows. 

1. Query Inefficiency: Retrieving historical data based on value ranges (e.g., finding transactions within a 

specific value range) typically requires scanning the entire blockchain, resulting in poor performance. 

1. Resource Constraints: Many potential blockchain applications run on devices with limited storage and 

processing capabilities, making full blockchain participation impractical. 

1. Fault Tolerance: Any solution must maintain blockchain's inherent fault tolerance, ensuring data 

availability even when some nodes are unavailable. 

 

We aim to develop a system that reduces per-node storage requirements while maintaining data integrity and 

enabling efficient range queries on historical blockchain data. The solution should be robust against node failures, 

ensuring that blockchain data remains recoverable when a threshold number of nodes are available. 
 

4. OUR APPROACH 

4.1 System Architecture 

Our coded blockchain system consists of four core components: 

• Blockchain Core: Implements the fundamental blockchain structure with blocks containing transaction data 

and cryptographic links. 

• Coding Layer: Applies error correction codes to fragment blocks across multiple storage nodes while 

ensuring recoverability. 

• Distributed Storage: Manages the distribution and retrieval of block fragments across a network of nodes. 

• Index Manager: Maintains efficient B+ tree indices for range query support on various data attributes. 
 

4.2 Error Correction Coding 

We implement a systematic approach to block fragmentation using the zfec library, which implements Reed-

Solomon encoding. Each block is encoded into n fragments such that any k fragments (where k < n) are sufficient 

to reconstruct the original block. This provides a (n-k)/n redundancy that ensures fault tolerance while reducing the 

storage requirement at each node to 1/k of the original data size. 

The encoding process works as follows: 

 1. A block is serialized into a byte representation 



 2. The data is divided into k equal chunks 

 3. Reed-Solomon encoding generates n-k additional parity chunks 

 4. Each of the n total chunks is packaged with metadata as a fragment 

 5. Fragments are distributed across different nodes 

For our implementation, we use parameters k=3 and n=5, meaning any 3 out of 5 fragments are sufficient to 

reconstruct a block, providing 40% redundancy while reducing per-node storage requirements by 60%. 

4.3 B+ Tree Indexing 

To support efficient range queries, we implement a B+ tree index structure that maps attribute values to block and 

record identifiers. The B+ tree is particularly well-suited for range queries due to its ordered leaf nodes with sibling 

pointers. 

Our implementation includes: 

 1. A configurable order parameter to optimize node capacity 

 2. Support for duplicate keys through value lists 

 3. Efficient range query operations that traverse only relevant leaf nodes 

 

 

Table 1. B+ Tree Performance Characteristics 

Operation Time Complexity Space Efficiency Query Capability 

Insert O(log n) High N/A 



Point Query O(log n) N/A Good 

Range Query O(log n + m) N/A Very Good 

 

Where n is the number of keys and m is the number of keys in the result range. 

5. IMPLEMENTATION DETAILS 

5.1 System Components 

Our implementation is structured as a modular Python application with the following main components: 

• Blockchain Module: Implements the core blockchain data structure with block creation, validation, and chain 

management. 

• Coding Module: Provides encoder and decoder classes that implement the Reed-Solomon coding scheme for 

fragmenting and reconstructing blocks. 

• Indexing Module: Implements the B+ tree structure for efficient data indexing and range queries. 

• Storage Module: Manages distributed storage across multiple nodes, handling fragment placement and 

retrieval. 

Blockchain Module: Implements the core blockchain data structure with block creation, validation, and chain 

management. 

Coding Module: Provides encoder and decoder classes that implement the Reed-Solomon coding scheme for 

fragmenting and reconstructing blocks. 

Indexing Module: Implements the B+ tree structure for efficient data indexing and range queries. 

Storage Module: Manages distributed storage across multiple nodes, handling fragment placement and retrieval. 

6. IMPLEMENTATION 

6.1 Design 

The system follows a layered architecture with clear separation of concerns: 

• The blockchain layer maintains the chain structure and block validation 

• The coding layer handles block fragmentation and reconstruction 

• The indexing layer provides efficient query capabilities 

• The storage layer manages the distributed node network 

This design enables independent scaling and optimization of each component while maintaining the integrity of the 

overall system. The communication between layers follows a well-defined API, allowing for future extensions and 

modifications. 

6.2 Description of the code/script 

The implementation consists of several key Python modules: 



• blockchain/blockchain.py: Implements the Block and Blockchain classes for creating and managing the 

blockchain. 

• coding/encoder.py: Implements the Encoder class that fragments blocks using Reed-Solomon codes. 

• coding/decoder.py: Implements the Decoder class that reconstructs blocks from fragments. 

• indexing/bplus_tree.py: Implements the BPlusTree and BPlusTreeNode classes for indexing and range 

queries. 

• storage/node_server.py: Implements the NodeServer class representing individual storage nodes. 

• storage/node_manager.py: Implements the NodeManager class for coordinating multiple nodes. 

• storage/distributed_store.py: Implements the DistributedStore class for storing and retrieving fragments. 

• main.py: The entry point that demonstrates the entire system workflow. 

     Figure 1. Architecture 



The Node class uses Flask to expose REST endpoints for fragment storage and retrieval, while the BPlusTree 

implementation provides efficient range query capabilities. Error correction coding is implemented using the zfec 

library, which provides Reed-Solomon encoding/decoding functionality. 

6.3 Deterministic algorithm for fragment distribution 

The fragment distribution in our coded blockchain system uses a deterministic algorithm to ensure balanced and 
predictable placement across storage nodes. Each fragment, generated using Reed-Solomon encoding, is assigned 
a unique ID based on the block hash and fragment index. A consistent hashing function (e.g., hash(fragment_id) 
% num_nodes) is applied to map each fragment to a specific node. This mapping ensures uniform distribution 
without needing a central coordinator and allows all nodes to independently compute where a fragment should be 
stored or retrieved from. 

The NodeManager maintains a static list of active nodes, and the DistributedStore uses this list during encoding and 
retrieval to route fragments appropriately. During decoding, the required fragments are requested based on the same 
deterministic mapping logic. This approach provides high availability and fault tolerance, as blocks can be 
reconstructed from any subset of k out of k + r fragments, minimizing data loss while maintaining efficient storage 
utilization. 

 

 

7. EVALUATION 

7.1 Experimental setup 

We evaluated our system using a dataset of student records (students.csv) containing 306 entries with various 

attributes including grades, demographic information, and ratings. The evaluation was performed on a simulated 

network of 6 nodes, with blocks containing 10 records each. 

The system was configured with the following parameters: 

 - Blockchain block size: 10 records per block 

 - Coding parameters: k=3 (data fragments), redundancy=2 (parity fragments) 

 - B+ tree order: 10 

 - Number of nodes: 6 

Our evaluation focused on: 

 1. Storage efficiency compared to traditional blockchain 

 2. Range query performance on indexed attributes 

 3. Data recovery capability under node failure scenarios 

7.2 Experimental results 

Our evaluation yielded the following key results: 

• Storage Efficiency: Each node stored approximately 33% of the total blockchain data while maintaining 

full data recoverability. This means each node stores roughly 60% less than it would in a traditional full-

chain system, while still allowing full block reconstruction from any 60% of fragments. 

• Range Query Performance: Range queries on indexed attributes demonstrated logarithmic time complexity 
relative to the number of records. For example, a query on math grades between 9.0 and 11.0 successfully 
retrieved matching records by traversing only relevant blocks via the B+ tree index, avoiding a full-chain 
scan. 



• Fault Tolerance: The system successfully recovered complete blocks when retrieving any 3 out of 5 

fragments, confirming the theoretical guarantees of the Reed-Solomon coding scheme. This demonstrates 

robustness against up to 40% node failures. 

• Scalability: As we increased the dataset size, the storage savings remained consistent at approximately 60%, 

while query performance scaled logarithmically with respect to the number of records. 

These results confirm that our approach successfully addresses the core challenges of storage efficiency and query 

performance in blockchain systems. 

 

8. DEMO 
Our demonstration showcases the full workflow of the coded blockchain system: 

 

1. Starting up flask servers 

 

1. Creating blockchain blocks with student records 

 



1. Encoding blocks into fragments 

1. Distributing fragments across nodes 

  

1. Building a B+ tree index on the math.grade attribute 

1. Performing a range query (finding students with math grades between 9.0 and 11.0) 

1. Retrieving and reconstructing blocks containing the query results 

 

The demo output confirms successful block encoding, distribution, and recovery, as well as efficient range query 

execution. For example, the system correctly identifies students with exceptionally high math grades (including 



those with grades of 10.0 or higher), retrieves their fragments from the distributed nodes, reconstructs the blocks, 

and displays the student information. 

9. CHALLENGES 

 

One of the primary challenges we faced was handling errors during the use of the zfec library for Reed-Solomon 

encoding and decoding. The library, while powerful, occasionally produced low-level issues such as mismatched 

fragment lengths or type misalignment. Resolving these issues required diving into the internals of the library and 

gaining a deeper understanding of how fragment sizes and input buffers were managed. 

Another significant challenge was the attempted integration of the Authenticated Multi-Version Skip List 

(AMVSL), a data structure introduced by Linoy, Ray, and Stakhanova in their IEEE paper “Authenticated Multi-

Version Index for Blockchain-based Range Queries on Historical Data.” AMVSL is designed to support efficient 

and tamper-evident range queries on versioned blockchain data, aligning closely with our system's goals. However, 

due to the complexity of the structure and the learning curve involved, we were unable to complete its 

implementation within the scope of the project. Despite this, studying AMVSL enriched our understanding of secure 

indexing mechanisms for historical blockchain data. 

10. INDIVIDUAL CONTRIBUTION 
Our team members contributed to different aspects of the project: 

Brahmpreet Singh: 

 - Implemented the blockchain core module  

 - Designed the node communication protocol 

 - Implemented range query functionality 

 - Contributed to the system evaluation 

Dineth Mudugamuwa Hewage: 

 - Implemented the error correction coding module (encoder/decoder) 

 - Developed the distributed storage system  

 - Developed the B+ tree indexing structure 

 - Led the integration of system components 

Nicholas George Allison: 

 - Implemented the node server and manager 

 - Developed the system evaluation framework 

 - Created the data loading and processing utilities 

 - Authored the project documentation and report 

All team members participated in the design discussions, system testing, and performance evaluation. 

11. CONCLUSIONS 
This project demonstrates that combining error correction coding with efficient indexing structures 

provides a viable solution to the storage and query challenges in blockchain systems. Our coded blockchain 

implementation achieves significant storage savings while maintaining data integrity and enabling efficient 



range queries on historical data. Our system balances storage savings and query performance through the 

practical use of Reed-Solomon coding and B+ tree indexing. 

Key contributions of our work include: 

 1. A novel approach to blockchain storage using error correction codes 

 2. An efficient B+ tree indexing structure for range queries 

 3. A distributed architecture that balances storage efficiency and fault tolerance 

Future work could explore: 

 1. Dynamic adjustment of coding parameters based on network conditions 

 2. Support for complex queries beyond simple range operations 

 3. Integration with consensus mechanisms for indices 

 4. Optimization for specific application domains like IoT or financial systems 

 5. Using a P2P network for nodes.  

Our approach opens new possibilities for blockchain applications in resource-constrained environments 

where storing the entire blockchain is impractical but maintaining data integrity and query capabilities 

remains essential. 
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